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Abstract

Facerecognitionhas been one of the most interesting and important research fields
in the past two decades. The reasons edinom the need of automatic recognitian

and surveillancesystens, the interest in human visual system on face recognition,
and the design of humaitomputer interface etc. These researches invohkaow-
ledge and researchers from disciplines such as neuroscience, psychology, computer
vision, pattern recognitionfmage processing, and machine learning, etc. A bunch of
papers have been published bvercomedifferencefactors (such as illuminationxe
pression, scale, pos& X and achieve better recognition rate, while there is still no
robust technigque againstincortrolled practical cases which may involve kinds of
factors simultaneously. In this report, flego through general ideas and structsre

of recognition, important issues and factors of human faces, critical techniques and
algorithms, and finally give a cqrarison and conclusion. Readers who are interested
in face recognitiortouldalsorefer to published surveys [B] and website about face
recognition [4].To beannounced this report only focuses on cokimagebased (2D)
face recognition, rather than veb-based (3D) and thermd@inagebasedmethods.
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1. Introduction to Face &ognition: Structure and Procedure

In this report, we focus on imageased face recognitim Given a picture taken from

a digital camerawed like to know if there is any person inside, where his/her face
locates at, and who he/she i$owards this goal, wgenerally separate the faceae
ognition procedure into three stepg:ace DetectionFeature Extraction and Face
Recognition(shown atFig. J.
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Figure 1: Configuration of a general face recognition structure

Face Detection:

The main function of this step is to determine (1) whether human faces appear in
a given image, and (2) whetigese facesre locatedat. The expected outputs of this
step arepatches containing each face in the input imageoider to make further
face recognition system more robust and easy to desigoe alignmentare pea-
formed to justify the scales and orientations of these patclizesdes serving as the
pre-processing for face recognition, face detection could be used f®r r
gion-of-interest detection, retargeting, video and image classification, etc.

Feature Extraction:

After the face detectionstep, humanface patches are extractedoim images. B
rectly using these patches for face recognition have some disadvantages, first, each
patch usually contains over 1000 pixels, which are too large to build a robust recogn
tion systent. Second, face patches may be taken from different camegmraknts,
with different face expressions)luminations, and may suffefrom occlusion and
clutter. To overcome these drawback&ature extractions are performed to do-i
formation packing, dimension reductiosalienceextraction, and noise cleaningf-A
ter this step, a face patch is usually transformed inteeetor with fixed dimension
or a set offiducial points and their corresponding location¥Ve will talkmore de-
tailed about this step inettion 2.In some literaturesfeature extractionis either in-
cluded in facealetection or face recognition.

Face Recognition:
After formulizingthe representatim of each face, the last step is to recognize the

! Wed introduce the concept ofcurse of dimensionaliyin Section 2.6.



identitiesof these facesln order to achievewutomatic recognition, a face dataseis
required to buid. For each person, several images are taken and their features are
extracted and storedni the database. Then when an inpiace imagecomes in, we
perform face detection and feature extraction, and compare its feature to eaah fac
class stored in the dabase. There have been many researches agdrithmspro-
posedto deal with this classification problerandwe discuss them in later sections.
There are two generahpplications of face recognition, one is callieiéntification

and another one is ca&l verification. Face identification means given a face image,
we want the system to tell who he / she is or the most probable identification; while
in face verification, given a face image and a guess of the identification, we want the
system to tell trueor false about the guessn fig. 2, we showan example ohow
these three steps work on an input image.
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Figure2: An example of how the three steps work on an input image. (a) The input image ang-the r
sult of facedetection (the red rectangle) (b) The extracted face patch (c) The feature vector adter fe
ture extraction (d)Comparinghe input vector with the stored vectsiin the database bglassification
techniques and determine the most probable class (the red rectantle)e we express each face
patch as al-dimensional vectgrthe vector @ , astne ¢ OAABDER Al Aadd)) asthe
number of faces stored inthé A1 AOO

2. Fundamental of pattern recognition

Beforegoing into details of tehniques and algorithms of face recognition, @vike
to make a digression here to talk about pattern recognition. The discipline, pattern
recognition, includes all cases of recognition tasks such as speech recognition, object
recognition, data analysignd face recognition, etc. In this section, we \@aiscuss
those specific applications, but introduce the basic structure, general ideas and ge
eral concepts behind them

Thegeneral structure of pattern recognition ies@wn in fig.3 In order to geneate
a system for recognition, wewahys need data sets for building categories anoh<o
pare similarities between the test data and each category. A test data is usually called



a oguerye in imageretrieval literatures, and we will use this term throughoutishre-

port. From fig. 3we can easily notice the symmetric structure. Starting from the data
sets side, we first perform dimension reductfoon the stored raw dataThe ne-
thods of dimension reduction can be categorized into dai@en methods and o+
main-knowledge methods, which will be discussed later. After dimension reduction,
each raw data in the data sets is transformed into a set of features, and the classifier
is mainly trained on these feature representatioghen a query comes in, we pe

form the same dimension reduction procedumm it and enter its features into the
trained classifierThe output of the classifier will be the optimelass (sometimes
with the classification accuracigbel or a rejection notéreturn to manual classiféic

e

tion).
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Figure 3 The general structure of a pattern recognition system

2.1Notation

There are several conventional notations in the literatures of pattern recognition and
machine learningWe usually denote a matrix with an uppease cheacter and a
vector with a lowefrcase one. Each sample in the training data set Wigamples is
expressed as® hw  for the supervised learning case (the label is known for each
sample) and w for the unsupervised cas@he input query is represented a®
without the indicatorT to distinguish from theraining set. When doing linear pr
jection for dimension reduction, we often denote the projection vectortasand

the projection matrix asw .

2 We have seen in section 1, the term, dimension reduction, is also called feature extraction, salience
extraction, etc. V& use this term here in order to achieve coherence with Jain et al. [5], afiddige
cuss more about dimension reduction in 2.3.
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Figure4: Various approaches in statistical pattern recognitibtore details are discussed in [5].

2.2Different kinds of pattern recognitioffour categories)
Followingthe definition of Jain et al. [5]Techniques of pattern recognition can be
classifiedinto four categories Template matching, tatistical approachessyntactic
approach, and eural networks. The template matching category buddseral ten-
plates for each label class and compmatieese templates with the test pattern to
achieve asuitabledecision. The statistical approachis the main category that will
be discusse in this report, which extrast knowledge from training data dnuses
different kinds of machine learning tools for dimension reduction and recognition.
Fig 4shows the categories of the statistical approach.

The syntactic approach is often called the rhkesed pattern recognition, which
is built on human knowledger some physical rules, for example, the word classific
tion and word correctia requires the help of grammar3he term, knowledge, i€+
ferred to the rule that the recognition system uses to perfarentain actions. Finally,
the welkknow neural network is a framework based on the recognition unit called
perceptron. With different numbers of perceptrons, layers, and optimization criteria,
the neural networks could have several variations and be applied to wide recognition
cases.



2.3Dimension Reduction: Donmaknowledge Approach and Dathiven
Approach
Dimension reduction is one of the most important steps in pattern recognition and
machine learning. & difficult to directly use the raw data (ex. face patches) fdr pa
tern recognition not only because sifjnant parts of the data have®been extracted
but alsobecauseahe extremely high dimensionality of the raw data. Significant parts
(for recognition purposes dhe parts with more interetusually occupy just a small
portion of the raw data and canndatirectly be extracted by simple methods such as
cropping and sampling. For example, a @hannel audio signal usually contains
over 10000 samples per second, and there will be over 1800000 samples for a three
minute-long song. Directly usinfpe raw signafor music genre recognition is prioh
bitive and we may seek to extract useful music features such as pitch, tempo, and
information of instruments which could better express our auditory perceptitime
goal of dimension reduction is to extract useiinlormation and reduce the dime-
sionality of input data into classifiers in order to decrease the cost of computation
and solve the curse of dimensionality problem.

Therede two main categories of dimension reduction techniques: domain
knowledge approachesnd datadriven approachesThe domairknowledge @-
proachesperform dimension reduction based on knowledge of the specific pattern
recognition case. For example, in image processing and audio signal processing, the
discrete Fourietransform(DFT) discreteosine transform (DCT) axiscrete wavelet
transform are frequently used because of the nature that human visual and auditory
perception have higher response at low frequencies than high frequencies. Another
significant example is the use of language niddeext retrieval which includes the
contextual environment of languages

In contrast to the domaitknowledge approaches, the dathiven approaches
directly extract useful features from the training data by some kinds of machine
learning techniques. Faexample the eigenfacewhich will be discussed in Section
5.11 determines themost important projection basebased on the principal co-
ponent analysisvhich are dependent on the training data sett the fixed basis like
the DFT or DCTn section 5, wél see more examples about these two dimension
reduction categories.

2.4Two task. Unsupervised Learning and Supervised Learning

Therele two general tasks in pattern recognition and machine learning: supervised
learning andunsupervised learning. The maiifference between these two tasks is

if the label of each training sample is known or unknown. When the label is known,
then during the learning phase in pattern recognition,@serying to model the rel-



tion between the feature vectors and their cesponding labels, and this kind of
learning is called the supervised learnif@n the other hand, if the label of each
training sample is unknown, then what we try to learn is the distribution of the
possible categories déature vectors in the training dataet, and this kind of lear

ing is called the unsupervised learning. In fact, there is another task of learning called
the semisupervised learning, which means only part of the training data has labels,
while this kind of learning is beyond the scopeluétreport.

2.5Evaluation Methods

Besides the choices of pattern recognition methods, we also need to evalate
performance of the experiments. There are two main evaluation plots: the ROC (r
ceiver operating characteristics) curve and the PR (precenmhrecall) curve. The
ROCcurve examines the relation between the trpesitive rate and the falsgos-

tive rate, while the PR curve extracts the relation between detection rate (recall) and
the detection preaion. In the tweclass recognition case (faxample, face and
non-face), the true positive means the portion of face images tabkctedby the
system, while the false positive means the portion of +iace images to de detected
as faces. The term tryaositivehere has the same meaning as the etgion rate and
recalland we give a detailed description in tableafd table 2 In fig. 5, we show
examples of the®R curveln addition to using curves for evaluation, th@esome
frequently used values for performance judgmgrand we summarize thernm table

3.

The threshold used to decide the positive or negative for a given case plays an
importantrole in pattern recognition. With low threshold, we could achieve high true
positive rate but also high false positive rate, and vice vefsabe noticel, each
point on the ROC curve or PR curve corresponds to a specific threshold used.

Theterms positiveand negative reveal the asymmetric condition on detection
tasks where one class is the desired pattern class and another class is thee-compl
ment chss. While in tasks that each class has equal importance or similar meaning
(for example, each class denotes one kind of object), the error rate is mgeh
ferred.

Table 1: The definition of true positive and false positive

Ground truth\ detection Deteced (positive) Rejected (negative)
Desired class True positive (TP) False negative (FN)
Gomplement class Falsepositive (FP) True negative (TN)

(The ground truth means the given labels of the validation samples
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Fig 5: An example of the PR curve. Thibe experimental result of the video fingerprinting technique,
where five different methods are compared. Therizontalaxis indicates the recall and the vertical
axis indicates the precision. When comparing the performance among difference technicpies;

timate the area under each curve, and the larger the area, the better the performance.

Table 2: The definition of recall and precision

Term Definition
Recall (R) # of true positive / # of all desired patterns in the validation set
Precision (P) # of true positive / # of all detected patterns

Table 3 Widelyused evaluation values

BEvaluation value Definition and usage

F1 score ¢ 0 2¥0 2

Thisscore is used to give a summary of the PR curve.

True positive& False positive Many papers use thesetms to show and compare the experime
tal results, while as we know, modifying the threshold could cha
both these two values. The ROC curve and the PR curve can
the whole performance of a specific algorithm over all poss

threshold values

Errorrate # of misclassifications / # of samples in the validation set




Table 4 The definition of the four vectoris the statistical pattern recognition

Factor

Definition

N

The size of training data set. In the statistical pattern recognition, the knowletige
mension reduction and classification is extracted from the training set, so the choice
the number of samples in the training set play important roles in building a robusg+e
nition system There have been many researches focusing on how td wih limited

training data size and how to increase the data size by some artificial methods.

The dimensionality of the feature vectois general, more dimensiaincluded will e-

sult in better performance

The number of classes. This term detémes thescopeof the recognition taskFor ex-
ample, face detection task could be seen as a-tless recognition task, while facecre

ognition is a multclass task.

The complexity of the classifier. There is no apparent formula to evaluate the cdtyp

and the most popular judgment is the number of parameters of the adopted classifig

Table 5The task to be considered in the statistical patteesagnition and their relationship

Overfitting/ When training a classifier, we can expéhat adopting higher complexitiz will

underfitting achieve lower error rate on theraining set.While forunseen datadata that will

appearfor classification latgr this clasifier may hagoor performance becausi
weR2y Qi KI @S #ailrhgrdat® siedyolinclide allBSes of data. C
the other hand, if we adopt lowetomplexity classifiers, th@erformance for
training data and unseen data will both be poor.

To train a highecomplexity classifier, we need a larger training data size
capture tte reliable statistical propertie$:or a certain training data size, there ig
suitable complexityh to be chosen, which can be estimate by the crestidation
method.

In the statistical pattern recognition category, what we are seeking is the-g
ralizaion performance (the performance for unseen data), rather than the-
formance on the training data. If we adopt a higher complexity than a lsigit
one, well get a lower training error but higher generalized error, this conditiol
called coverfitting€. In contrast, if a lowecomplexity is sued, wi achieve both

higher error rates on these two cases, and this condition is calladerfitting&.

The curse of | With higher dimensionalityd, we need large training data sidéto capturethe

dimensionality | approximatedistribution of the desired classe®vhile in many cases, data acqui

tion is fairly difficult and only a small data size is availatilen we may suffel
from the curse of dimensionality problem which results in poor statistical esti
tion and inference. To solve this problem, we need to perform dimensioncre

tion.




2.6Conclusion

The tasks and cases discussed in the previous seogimesan overview about pa
tern recognition.To gain more insight on the performance of pattern recognition
techniques, weneed b take care about some important factors. In template nhatc
ing, the nunber of templates for each class atite adopted distance metric directly
affects the recognition result. In statistical pattern recognition, there are four mpo
tant factors:the size of the training datd\, the dimensionality of each feature ve-

tor d, the number of classe€§, and the complexity of the classifign, and we sm-
marize their meaings and relations in tabl4 and table 5In syntactic approach, we
expect hat the morerules are considered, the higher recognition performance we
can achieve, while the system will become more complicated. And sometin@s, it
hard to transfer and organize human knowledge into algorithFisally in neural
networks,the number d layers, the number ofisedperceptrons (neurons the d-
mensionality of feature vectorsaand the number of classes all have effects on the
recognition performanceMore interesting, he neural networks have been discussed
and proved to have closed relatiships withthe statisticalpattern recognition teh-
niques [5].

3. Issues and factors of human faces

In section 2, we have introduced the general picture of pattern recognition, and from
this section on, wé go into one of its applications, face recogmiti When focusig

on a specific application, besides building the general structure of pattern recogn
tion system, we also need to consider timtrinsic properties of the domakspecific
data. For example, to analyze music or speech, we may first trangfog input sij-

nal into frequency domain or MFQ®lel-frequency cepstral coefficientdbecause
features represented in these domain haveedn proved to better capture human
auditory perception.In this section, wé talk about the domairknowledgeof hu-

man faces, factors that result in fae@pearance variations in images, and finally list
important issues to be considered when designirfgae recognition system.

3.1Domairknowledge of human facemnd human visual system

3.1.1 Aspects fronpsychophysics and neuroscience

There are several researches in psychadts and neuroscience studyialgout how

we human perbrms recognition processesnd mayy of themhave direct relevance
to engineersinterested in designing algorithms or systefos machine recognition
of faces.In this subsection, we briefly review several interesting aspetie first


http://en.wikipedia.org/wiki/Mel-frequency_cepstral_coefficient

argument in thesdlisciplines is thatvhether face recognition a dedicated process
against other object recognition tasks. Evidences {iatfaces are more easile-
membered by humans than other objects when presented in an upright atient
and (2) prosopagnosigatients can recognize faces from other jebts but have di-
ficulty in identifying the facesupport the viewpoint of face recognition as a dedica
ed processWhile recently, some findings in human neuropsychology and neuro
maging suggest that face recognition may not be uni@le

3.1.2 Holisticbasedor feature-based

This is another interesting gument in psychoplysics /neuroscienceas well as in
algorithm design. The holistlzased viewpoint claims that human recognize faces by
the globalappearances, while the featwigased viewpoint believethat important
featuressuch as eyes, noses, and masigplay dominant roles in identifying and-r
membering a personThe design of face recognition algorithms algupls these
perspetives and will be discussed iec@ion 5.

3.1.3 Thatcher lllusion

The Thatcher ilision is an excellent example showing how the face alignment affects
human recognition of faces$n the illusionshown in the fig6, eyes and mouth of an
expressing faceare excied and inverted, and the resulboks grotesque in an
upright face However, when shown inverted, the fac@oks fairly normal in g
pearance, andhe inverson of the internal features igot readily noticed.

(@) (b)
Figure6: The Thatchellusion. (a) The head is located-sidle down, andt@ hard to notice that the

eyes are pasted in the reverse direction in the rigitte picture, while in (b) we can easibcognize

the strange appearanc¢s]

3.2Factors of human appearance variations

There are several factors that result in difficultifsface detection and face recogn
tion. Except the possible low qualitriven from the imageacquisitionsystem, we
focus on the angle of human faces taken by the camera and the environment of
photo acquisition There are generally six factors we needdacern: (1) illumination,



(2) face pose, (3) face expression, (4) RST (rotation, scale, and translation) variation,
(5) clutter background, and (6) occlusion. Tablists thedetailsof each factor.

Table 6 Thelist and description of the six generakfors

lllumination | The illumination variation has been widely discussed in many
detection and recognition researche$his variation is caed by
variouslighting environmentsand is mentioned to havéarger a-
pearance difference than the differencaused by differentdenti-
ties. Fig.7 shows the example of illumination changes on image
the same person, and@ obviously that under some illuminatig
conditions, we can neither assure the identification nor accura
point out the positions ofdcial features.

Pose The pose variation results fromtifferent angles and locationgur-
ing the image acquisition procesBhis variation changes the spat
relations among facial features and causes serious distortion of
traditional appearancdasedface recognition algorithms such
eigenfaces and fisherfaces. An example of pose variation is s
in fig.8.

Expression | Human uses different facial expressions to express their feelin
tempers. The expression variation results in not only the isp&-
lation change, but also thiaciaHeature shape change.

RST variationt The RST (rotation, scaling, and translation) variation is also cg
by the variation in image acquisition process. It results in difficu
both in face detection and recogion, and may requireexhaustive
searching in the detection process overpbsibleRST parameters

Cluttering In addition to the above four variations which result in change
facialappearanceswe also need to consider the influence of er
ronments and backgrounds around people in imagHse cluttering
background affects the accuracy of face detection, and face pat
including this background also diminish the performance of {
recognition algorithms.

Occlusion Theocclusionis possibly thenost difficult problem in face recogn
tion and face detection. It means thaome parts of human face
are unobserved, especially the facial features.

For ourfuture works, wdl pay more attention onillumination-invariant, mu-
ti-view detectionand recognition and partial observation situatienwhich havef®
been well solved



Subset 1 Subset 2 Subset 3 Subset 4 Subset 5

Figure7: Facepatch changes under different illumination conditions. We can easily find how strong

the illumination can affects the face appearanpt]

Figure8: Facepatch changes under differeqose conditions. When the hegabse changes, the ap
tial relation (distance, angle, etc.) among fiducial poietge6, mouth, etc.) also changes and results in

serious distortion on the traditional appearance representatigri]

3.3Design issues
When designing a face detection and face recognition system, in addition td cons
deringthe aspects from psychophysics and neuroscience andatters of human
appearance variationghere are still some design issues to be taken attoaunt.

First, the execution speed of the system reveals the possibility dinenservice
and the ability to handle large amounts of dagome previous methods could aec
rately detect human faces and determine their identities by complicated algorithms,
which requires a few seconds to a few minutes for just an input image and lman
used in practical applications. For examgeyeraltypes of digital cameras now have
the function to detect and focus on human faces, and this detection processlys
takes less than 0.5 second. In recent pattern recognition researches, lots of published
papers concentrate their works on how to speeg the existing algorithms and how
to handle large amounts of data simultaneously, and new techniques also include the



executon time in the experimental results as comparison and judgment agaihst ot
er techniques.

Second, the training data size is another important issue in algorithm design. It is
trivial that more data are included, more information we can exploit and bgitef
formance we can achieve. Win practical cases, the database size is usually limited
due to the difficulty in data acquisition and the human privacy. Under the condition
of limited data size, the designed algorithm should not only capture informéitoom
training data but also include some prior knowledge or try to predict and interpolate
the missing and unseen data. In the comparison between the eigenfac¢harfd
sherface, it has been examined that under limitdata size the eigenface has better
performance than the fisherface.

Finally, how to bring the algorithms into uncontrolled conditions is yet an unsolved
problem. h Section3.2, we have mentioned six types of appearawaeant factors,
in our knowledgeuntil now, there is still no techque simultaneously handling these
factors well. For future researches, besides designing new algorithn@®, teyeto
combine the existing algorithms and modify the weights and relationship among
them to see if face detection and recognition could be agted into uncontrolled
conditions.

4. Facedetection

From this section on, we start to talk about teétad and algorithm aspects of face
recognition. We follow the threestep proceduredepicted in fig. 1 and introduce
each step in the order: Face detectianintroduced in this section, and feature-e
traction and face recognition are introduced in the negttion.In the survey written
by Yang et al[7], face detection algorithms are classified into four categorieswkno
ledgebased,feature invariant, tempate matching, and the appearantased ne-
thod. We follow their idea and describe each categang present excellent era
plesin the following subsectiondo benoticed, there are generally two face date
tion cases, one is based on gray level images tlamather one is based on colored
images.

4.1Knowledgebased methods

Theserule-based methods encode human knowledge of what constitutes & typ
cal face. Usually, the rules capture the relationships between facial features. These
methodsare designed mainlfor face localizationwhich aims to determine then-
age position of a single fackn this sulsection, we introduce two examples based on
hierarchical knowledgéased method and vertical / horizontal projection.



(@) (b) (c) (d)

Figure9: The multiresolution hierarchyof images created by averaging and sampling. (a) The
original image (b) The image with eachhby-4 square substituted by the averaged intensity of pixels

in that square. (c) The image withb§-8 square. (d) The image with-b§-16 square[7]

(@) (b) (c)
Figue 10: Examples of the horizontal / vertical projection method. The image (a) and image (b) are

subsampled with 8y-8 squares by the same method described in fig. 7, and (c) with44 The
projection method performs well in image (a) while @imandle complicated backgrounds and fau

ti-face images in image (b) and (@)

4.1.1 Hierarchical knowledgbased method

This method i€omposedof the multi-resolution hierarchy of images and specific
rules defined at each image lev@]. The hierarchy is builtypimage suksampling
and an example is shown in fi§. The face detection procedure starts from the
highest layer in the hierarchy (with the lowest resolution) and exgacissible face
canddatesbased on the general look of faces. Then the middle lawitbm layers
carry rule of more details such as the alignment of facial features and verify each face
candidate. This method sufferfrom many factors described ire&ion 3 especially
the RST variation and doe®achieve high detection rate (50 trymostivesin 60 test
imageg, while the coarsdo-fine strategy does reduces thequired computation
and is widely adopted by later algorithms.

4.1.2 Horizontal / vertical projection

This method uses the fairly simple image processing techniquehdaieontal
and vertical projectiorf9]. Based on th@bservationghat human eyes and mouths
have lower intensity than other parts of faces, these two projections are performed
on the test image and local minimums are detected as facial feature candidates



which together constitute a face candidatéinally, each face cartiite is validated
by further detection rules such as eyebrow and nostrils. As shown ihdighis me-

thod is sensitive to complicated backgrounds and®ba used on images with rku
tiple faces.

4.2Feature mvariant approaches

These algorithms aim tbnd structural features that exist even when the pose,
viewpoint, or lighting conditions vary, and then use these to locate faces. These m
thods are designed mainly for face localizatiofm distinguie from the knav-
ledgebased methods, the feature invariant approaches start at feature extraction
process and face candidates finding, and later verify each candidate by spatial rel
tions among these features, while the knowledgagsed methods usually exjtion-
formation of the whole image and are sensitive to complicated backgroamds
other factors described ineBtion 3.We present two characteristic techniques of this
category in the following subsections, and readers could find more works in
[61[12][13][14][26][27].

4.2.1 Face Detection Using Color Informatio

In this work,Hsu et al. 10] proposed to combineseveralfeatures for face dete-
tion. They used color information faskincolor detectionto extract candidate face
regions. In order to deal with fiérent illumination conditions, they extracted tH&/b
brightest pixels and used their mean color for lighting compensafdter skin-color
detection and skifregion segmentation, they proposed to detect invariant facial
features for region verificationHuman eyes and mouths are selected as the most
significant features of faces and two detection schemes are designed based on
chrominance contrast and morphological operations, which are cafyds mape
and dmouth mag. Finally, we form the triangle beten two eyes and a mouth and
verify it based on (1) luminance variations and average gradient orientations of eye
and mouth blobs, (2) geometry and orientation of the triangle, and (3) the presence
of a face boundary around the triangl€he regions pas#é verification are denoted
as faces and the Hough transform are performed to extract the-fiistg ellipseto
extract each face.

This work gives a good example of how to combine several different techniques
together in a cascade fashion. The lightammpensation procesk 2 S &hgv@®aisb
id background, but it introduces the idea that despite modeling all kinds of ilammin
tion conditions based on complicated probability adassifiermodels, we can design
an illuminationadaptive model which modifies detection threshold based on the
illumination and chrominance properties of the present image. The eyapand
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the mouth map shows great performance with fairly simple operations, and in our
recent work we also adopt their framework and try to design more robust maps.

4.2.2 Face detection based on random é&bd graph matching

Leung et aldevelopeda probabilistic method to locate a face in a cluttered scene
based on local featurdetectorsand random graph matchind.f]. Their motiation

is to formulate the face localization problem as a search problemhiohwthe goal is

to find the arrangement of certain features that is most likely to be a face pattern. In
the initial step, a set of local feature detectors is applied to the image to identify ca
didate locations for facial features, such as eyes, nose nastrils, since the feature
detectors are not perfectly reliable, the spatial arrangement of thatuiees must also

be used for localize the face.

The facial featuredetectors are built bythe multi-orientation and muii-scale
Gaussian derivative filtersvhere we select some characteristic facial featuites
eyes, two nostrils, and nose/lip junctioahd generate a prototype filter response for
each of them. The same filter operation is applied to the input image and we co
pare the response with the ptotype responses to detect possible facial featurts.
enhance the reliability of these detectors, the multivari&aussian distribution is
used to represent the distribution of the mutual distances among each facial feature,
and this distribution is @snated by a set of trainingrrangements The facial feature
detectors averagely find 120 candidate locations for each facial feature, and the
brute-force matching for each possible facial feature arrangement is computationally
very demandingTo sdve this problem, the authors proposed the idea of controlled
search. They set a higher threshold &rongfacial feature detection, and each pair
of these strongfeatures is selected to estimate the locations of other three facial
features using a statistit model of mutual distances. Furthermore, the covariance of
the estimates can be computed. Thus, the expected feature locationsesti@ated
with high probability and shown as ellipse regions as depiotdih. 14. Constedl-
tions are formed only from calidate facial features that lie inside the appropriate
locations, and the ranking of constellation is based on a probability density function
that a canstellation corresponds to a face versus the probability it was generated by
the nonface mechanism. Irtheir experiments, this system is able to achieve & co
rect localization rate of 86% for cluttered images.

This work presents how to estimate the statistical properties among characteristic
facial features and how to predict possible facial feature locetibased on other
observed facial features. Although the facial feature detectors used in this work is not
robust compared to other detection algorithms, their controlled search scheme
could detect faces even some features are occluded.



Figure 14 Thelocations of the missing features are estimated from two feature points.€llipses

show the areas which with high probability include the missing feat(iés.

4.3Template matching methods

In this category, everal standard patterns of a face are storex describe the
face as a whole or the facial feature separately. The correlations between an input
image and the stored pattern ammputed for detection. These methods have been
used for both face localization and detection. The following subsection suines
an excellent face detection technique based on deformable temptatdching
where the template of faces is deformatdecordingto some defined rules and ¢
straints.

4.3.1 Adaptive appearance model

In the traditional deformable template matching tetiques[31], the deformation
constraints are determined based on us#efined rules such as firsbr secondorder
derivative propertieq15]. These constraints are seeking for the smooth nature or
some prior knowledge, while not all the patterns we angerested in have these
properties. Furthermore, the traditional techniqgues are mainly used for shape or
boundary matching, not falexture matching.

The active shape model (ASM) proposed by Kass §t@lexploitsinformation
from training data to gen&te the deformable constraints. Theyppliedthe principal
component analysi$PCA)17][18] to learnthe possiblevariation of object shapes,
and from theirexperimentalresults shown in figl5, we can see the most significant
principal components areigkctly related to some factors of variation, such as length
or width. Although the principal component analysis @axactly captue the noni-
near shape variatiosuch as bending, this rdel presents a significant way of tlin
ing: learning the deformatio constraints directly from the pagble variation
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Figure15: The example of the ASM for resistor shapes. In (a), the shapation of resistors are
summarized and several discrete points are extracted from the shape boundaries for shape learning,
as shown in (b). From (c) to (e), the effects of changing the weight of the first three principad-comp
nents are presented, and we can see tedationshipbetween these components and the shape viar
ation. [15]

The ASM model can only deal with shape variation but not texture varigfdn.
lowing their works, there are many works trying to combine shape and textura-vari
tion together, for exampleEdwards et al. proposed that first matching an ASM to
boundary features in the image, then a separate eigenface model (texture model
based on thePCA is used to reconstruct the texture in a shapgrmalized frame.
This approach is nohowever guarantee to give an optimal fit of the appearance
(shape boundary and texture) model to the image because small errors in the match
of the shape model can result in a shaparmalized texture map that cdbe re-
constructed correctly using eigenface mod&b. diect match shape and textura-s
multaneously, Cootes et al. proposed the wealbw active appearance model (AAM)
[19][20].

The active appearance model requiragraining set of annotated images where
corresponding points have been marked on each exaniplgg.16, we show that to
build a facial modelthe main features of human faces are required to be marked
manually(each face image is marked as a vegtprThe ASM is then applied to align
these sets of points and build a s&ttcal shape modeBased on the trained ASM,



each training face is warped so the points match those of the mean s_hapiatah-
ing a shapdree patch. These shagese patches are further represented as a set of

vectors and undergehe intensity normalization proceggach vector is denoted as
g). By applying thePCAto the intensitynormalizeddata we obtain a linear model
that captures thepossibletexture variation. We summarize the procetisat has
beendone until now for the AAM as follows:

X=X +h

g=g Wk
, Where P, is the orthonormal basesf the ASM andb, is the set of shape par
meters for each training fac&he matrix0 is the orthonormal bases of thexture
variation and® is the set of texture parameters for each intensity normalized
shapefree patch. The details and process of the PCA is described in Section 5.

To capture the correlation between shape at&kture variation, a further PCA is
applied to the data as follows. For each training example we generate the esncat
nated vector:

anh AW (x ¥
& o< _
¢l +@R'(9-9
, Wwhere W, is a diagonal matrix of weights for each shape parametenvailp for
the difference in units between the shape and texture mod&sePCA is applied on
these vectors to generate a further model:

b=Qc
, Where Q represents the eigenvectors aralis a vector of appearance parameters
controlling both the shape and texture of the model. Note that the linear nature of
the model allows us to express the shape and texture directly as functian of

X=X RWQ
g=g ®Qc
OQS 6

(0]

An example image can lsgnthesizedor a givenc by generatingthe shapefree tex-
ture patch first and warp it to the suitable shape.

In the training phase for face detection, we learn the mean vectors of shape and
texture,P,, 0 ,\W,, andQto generate a facial AAM. And in the face detection phase,

IR



we modify the vector, the location and scale of the mod& minimize thediffer-
ence betweensynthesizedappearance and the current location and scalgha in-

put image. After reaching a local minimum difference, we compare it with a
pre-defined threshold to determine the existence of a faEey.17 illustrates the d
ferenceminimization processThe parameter modification is tteer a complicated
optimization, and in their works, they combined the genetic aldorit and a
pre-defined Parameterrefinement matrix to facilitate the convergence process.
These techniques are beyond the scope of this report, and the readers whao-are i
terested in them can referotthe original papergl9].

Figurel6: A labeled training image gives a shape free patch and a set of aits.

Figure 17 The fitting procedure of the adaptiveppearancenodel after specific iterations. [19]



