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Chapter 1	Introduction to Diffusion Model
Diffusion model is a generative model proposed by [1] in 2015, but then carry forward by DDPM[2] in 2020. It achieves SOTA quality in many modern image generation task (DALL-E 2, StableDiffusion, Imagen, etc.).
The high-level concept of Diffusion model can be described as 2 processes of Markov chain(*[footnoteRef:1]):  [1:  Markov chain: the status of an object in the chain depends solely on the previous object] 

· A forward diffusion process that gradually adds Gaussian noise to the real data.
· A backward diffusion process that learns to denoise from a noisy data.
: Forward process
: Backward process





Fig. 1: overview of forward and backward diffusion process (modified from DDPM[2])
We will explain more details regarding Fig. 1, but first let us elaborate the notations:
 real data (original clean image)
 latent space (pure noisy image, repeatedly added with Gaussian noise  times)
: the forward process, the operation that outputs of  given 
:  the backward process, the operation that outputs of  given . 
( indicates neural network)
In the forward diffusion process, given a clean image , we iteratively add a small amount of Gaussian noise to the image. Eventually, the image will become undistinguishable , which is nearly an isotropic Gaussian if  was large enough. 
In the backward diffusion process, the Diffusion model learns the mechanism of denoising a noisy image. It works by predicting the noise added to , so that by removing the noise we can obtain a less noisy image .
In the inference/testing phase, given a random gaussian noise image , the trained Diffusion model is able to output a clean image  by iteratively denoising the input image.
In this tutorial, we will thoroughly review the mathematical theory behind diffusion model (Chapter 2) and the network architecture (Chapter 3) that is suitable for implementing diffusion model. Apart from these, we will also discuss about the conditioned generation (Chapter 4) as well as diffusion model’s application (Chapter 5) in computer vision. At the end, I will talk about some research regarding the most trending field of diffusion model – video generation (Chapter 6). 

Chapter 2	Mathematical Theory of Diffusion Model
2.1	Forward Diffusion Process
As we mentioned, the forward diffusion process is a Markov chain that gradually adds Gaussian noise to the data. More specifically, the Gaussian noise is controlled by a scheduled variance sequence .
Recall that a Gaussian noise can be expressed as:

( 1 )
where  is some constant. Thus, the forward diffusion process can be expressed as:
,  
( 2 )
where and . The entire Markov chain can be expressed as:

( 3 )
For the efficiency in training (which we will discuss later), we need to be able to sample  at any arbitrary timestep , or else we will be performing a lot of multiplication (as shown (3)). Fortunately, this can be done in a closed form using reparameterization(*[footnoteRef:2]): [2:  reparameterization: express a random variable  as a deterministic variable , where x is determined and  is an auxiliary independent random variable.] 

Let  and 

( 4 )
Hence the forward process conditioned on  can be rewritten as: 

( 5 )
Also, due to the design that makes , therefore , and when  is large enough ,  (a pure Gaussian noise). In short, the forward diffusion process aims to convert the real data distribution into a latent space(*[footnoteRef:5]) of simple Gaussian distribution. [5:  latent space: an embedded feature space] 

2.2	Backward Diffusion Process
Recall that the forward process is , so if we can obtain  then we can recreate (or denoise) the data. Unfortunately, we cannot estimate any arbitrary  without knowing the distribution of all the entire real data. Therefore, we need to train a neural network to approximate the conditional probabilities :

( 6 )
where  and  are the predictions of our neural network, as our goal is to predict the distribution of the Gaussian noise  added on . Again, the entire Markov chain of backward process can be expressed as:

( 7 )
As for now, the objective of backward diffusion process is to approximate the reverse conditional probability  by using . Naively the term is intractable, but instead we can evaluate it using relative probability conditioned on :

( 8 )
and using Bayes' rule, we can derive  and  as shown as below:

( 9 )

( 10 )
Recall that . By comparing the terms, we get:

( 11 )

( 12 )

( 13 )
The result is pretty important in deriving our loss function for the training of diffusion model.
2.3	Training of Diffusion Model



Fig. 2 comparisons between the flow of VAE and DM.
Diffusion model’s setup is actually very similar to VAE, thus Variational Lower Bound (VLB) is introduced to minimize the negative log-likelihood(*[footnoteRef:7]): [7:  Usually we want the likelihood of two distribution to be maximized (i.e. to make them similar), but there are more optimization algorithm that tends to minimize an objective function, hence minimizing the negative likelihood is equivalent to maximizing the original likelihood.] 


( 14 )
[1] also proved that the same result can be obtained using Jensen’s inequality, i.e. , where CE indicates cross entropy. In addition to that, [1] rewrite  into a combination of several KL-divergence and entropy terms:


( 15 )




 is a known constant (forward diffusion process conditioned on ) which has no parameter to be trained,  can also be ignored ([2] models it using a separate discrete decoder), which only lefts  to be trained, which are the KL divergence between the real backward diffusion process and the predicted backward diffusion process's Gaussian distribution.
Recall that the KL divergence between two Gaussian distribution is:

( 16 )
The naive approach is to compute KL divergence directly, but this comes with a heavy computation cost. Actually, there is a cleverer way to calculate , as our objective is to minimize the KL divergence between two Gaussian distribution. The mean and variance of the real Gaussian distribution is known, and we assume that the predicted Gaussian distribution's variance is also fixed by . Thus, the objective can be simplified into minimizing the difference between the mean of two Gaussian distribution.





(known)

(fixed by )


(Learned by 
network)
(assume to be fixed by )
(Amount to 
be shifted)
: predicted Gaussian distribution
: real Gaussian distribution







Fig. 3 conceptual diagram of the simplified KL divergence
Recall from (13) that the mean of real distribution  is , we now introduce the mean  of the predicted distribution  as:

( 17 )
Then,  is reparameterized to minimize the difference between  and :


( 18 )
According to [2], the training works better if the weighting term is ignored:


( 19 )
In other words, to optimize the neural network of Diffusion model, the loss function is designed as the Mean Square Error (MSE) between the added Gaussian noise in forward diffusion process and the predicted to-be-denoised Gaussian noise in backward diffusion process.








Fig. 4 pseudocode of training and sampling algorithms proposed by [2]
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Fig. 5 Overview diagram of every training iteration of diffusion model, 
the source of German Shepherd image is ImageNet [3]

2.4	Improvements on Training
2.4.1	Noise Scheduling Optimization
  Improvement on 
In the previous part, we only discuss about , and we assume  is set to . According to [2], setting  and  yields roughly the same generation quality (where  and  is predefined at (11), not learnable). This is because learning a diagonal variance  might encounters instabilities. 
[4] concludes that as we increase the number of diffusion steps (i.e. ), the choice of  might not matter at all, as  determines the Gaussian distribution much more than . Despite that, fixing  says nothing about minimizing the negative log-likelihood (i.e. optimizing the Diffusion model). Thus, [4] proposed that  should be parameterized as an interpolation between  and  in the log domain. 
To achieving this purpose, the neural network will be designed to output an extra vector , such that:

( 20 )
However,  has no  term, hence a new hybrid objective is defined as:

( 21 )
where λ = 0.001 (small enough to prevent  from overwhelming ), and the gradient descent of  in the  is frozen (i.e.  only guides the learning of ).

  Improvement on 
[bookmark: _GoBack][4] found that the linear noise scheduling proposed by [2] (i.e. , a simple linear increasing sequence) makes the end of forward diffusion process too noisy, and doesn’t contribute much to the generation quality. To address this problem, [4] construct a cosine-based noise scheduling:
, 	where  ,	 
( 22 )
where , a small offset to prevent  from being too small when close to . This adjustment decreases the amount of denoising in each time step of backward diffusion process, allowing more error tolerance for the prediction of neural network .






Fig. 6 Linear schedule (top) and cosine schedule (bottom) respectively spaced of  from 0 to . The red 
border indicates which the forward diffusion process already makes  become isotropic Gaussian. 
The blue arrow indicates the effective denoising in backward diffusion process (image source from [4])

2.4.2	Speeding up Diffusion Model’s Sampling
The inference/sampling of DDPM is very slow compared to GAN. One way to speed up is to run a strided sampling schedule by taking the sampling every  steps. Another approach is DDIM[5], recalled that in DDPM the variance is   , whereas DDIM proposed to let:

( 23 )
where is an adjustable hyperparameter to control the sampling stochasticity, and DDPM is a special case of . Note that  makes the sampling process deterministic. During inference, DDIM () can sample a small subset of  diffusion steps only and still produce good quality, while DDPM will underperform on small . However, DDPM does perform better if the inference is run on full reverse Markov steps.
There are many researches in speeding up Diffusion model’s sampling, please refer to the latest one DPM-Solver[6].


Chapter 3	Network Architecture
3.1	U-Net architecture
[image: https://miro.medium.com/v2/resize:fit:700/1*Ec3V_Ox2-CrLfhxKXOlOEQ.png]As we discussed in section 2.3 and illustrated in fig. 5, the diffusion model is a neural network that requires a noisy image as input, and it outputs a predicted noise that has same size as the input. To achieve this kind of fine grained task, DDPM[2] adopted the classical U-Net[7] that is well known for fine grained image segmentation task.









Fig. 7 the architecture of U-Net[7]
The original U-Net uses a stack of residual layers and downsampling convolutions, followed by a stack of residual layers with upsampling convolutions and skip connections. Apart from these, [2] introduced a global attention (single head) layer at the 16x16 resolution layer, and add a projection (which I would prefer to say Linear layer) of the timestep embedding into each residual block.
In [8], the author further explores the following architectural changes that give substantial boost to sample quality:
· Increase depth versus width, holding model size relatively constant.
· Increase the number of attention heads.
· Add attention layer at 32x32, 16x16, 8x8 resolutions. (compared to only at 16x16)
· Use the BigGAN[9] residual block rather than conventional ones.
· Rescaling residual connection with a factor of .
· Introduced adaptive group normalization (), which incorporates the timestep and class embedding into each residual block after a group normalization operation.





Group Normalization






Fig. 8 diagram of , where h is the intermediate activations of residual block, 
 and  are output of the linear projection of the time and class embedding.
[image: ]







Fig. 9 the residual block proposed by BigGAN[9].

3.2 U-ViT architecture
Up until 2023, most diffusion model uses U-Net as the network backbone. Meanwhile, Transformer has shown dominance in the computer vision field. Coincidentally, U-ViT[10] and DiTs[11] proposed to combine Vision Transformer (ViT) with diffusion model (which we will only discuss about U-ViT).
[image: ]














Fig. 10 the U-ViT[10] architecture for diffusion model.
As illustrated in fig. 10, U-ViT separates the noisy image  into patches, and input along with timestep  and condition  as tokens into the embedding layer. The rest of the network is generally similar with the original ViT, here we will discuss some implementation details:
· Long skip connection
Let ,  be the embeddings from the main branch and the long skip branch. They are combined by concatenating them and then performing a linear projection.

· Patchifying input image
Same as original ViT, using a 2D convolution block with kernelSize  (same as patchSize) to produce feature map (default dimension is 768), then flatten them.

· Position embedding
Same as original ViT, using a 1-dimensional learnable position embedding.
· Patch embedding
Same as original ViT, using a linear projection that maps a patch to a token embedding.
· The last convolution block before output
Adds a 3x3 convolution block after the linear projection that maps the token embedding to image patches.
· Conditioning
Any type of conditioning (i.e. class labelling, cross-attention, layer normalization, etc.) is fine, because U-ViT only requires the conditioning information as a token.

Here we also show some hyperparameter that perform the best in the ablation study conducted by [10]: 
· Network depth (i.e. how many Transformer Block): 13
· Network width (i.e. Transformer Block’s hidden dimension): 512
· Patch size: 2 (note that further decreasing to 1 brings no gain)








Chapter 4	Conditioned Generation of Diffusion Model
This section discusses about some techniques used to condition the generation result of diffusion models. By contrast, the conditional image generation of GAN architecture make heavy use of class labels, because discriminators are designed to behave like classifiers .
4.1	Classifier guided diffusion
Inspired by GAN, [8] exploited a classifier  to achieve conditioned generation for diffusion model. First, they pretrain a classifier to predict the label of a noisy image , then they train the diffusion model afterwards. The conditioning happens at the inference stage. 
label
Classifier
φ

t
Predicted
label






Fig. 11 typical approach to pretrain a classifier
The authors derived a conditional transition operator that can be approximated by a Gaussian similar to the unconditional transition operator, but with its mean shifted by , where  is a scaling factor. In conclusion, this method relies on gradients from the image classifier to guide the conditional generation.
During Sampling: 

where   




Diffusion model

Classifier
φ

t









Fig. 12 the inference stage of conditional generation using classifier guidance.
However, there are some cons for this type of conditioning: 
(I) you need to train an extra classifier network, which is time consuming; 
(II) the classifier is train on noisy images, which might be easy to attack it adversarially; 
(III) there are no standard pretrained weight, you have to train it yourself.

4.2	Classifier-Free guidance
Instead of training a separate classifier network, [12] proposed to train a single neural network for unconditional model  parameterized through a score estimator , and the conditional model  to parameterized through . The mean shifting term derived by [8] can be further reparameterized into:

( 24 )

( 25 )
Modifying the score estimator  into :

( 26 )
( 27 )
where  is a parameter that controls the strength of classifier guidance. From the above derivation, the gradient of an extra classifier  can be represented equivalently as a conditional and unconditional score estimators.
Note that when we want to generate unconditionally, we can input , a special null token. At training time,  is randomly set to null with the probability set as a hyperparameter (default=0.1), so the network learns to do unconditional generation and also conditional generation.
To put it in simpler words, we train the diffusion model on a paired data , where we randomly discard the conditioning information , according to what the author stated: “It is only a one-line change of code during training—to randomly drop out the conditioning—and during sampling—to mix the conditional and unconditional score estimates.”
Increasing  produces images that are more typical, but less diverse, as illustrated in fig. 13.
[image: https://github.com/TeaPearce/Conditional_Diffusion_MNIST/raw/main/guided_mnist.png]



fig. 13 MNIST generation results under different strength of guidance .

4.3	Cross-Attention
The Latent Diffusion Model (LDM) [13] proposed a more flexible conditioning method with cross-attention mechanism, which was originally introduced in “Attention is all you need” [14] back in 2017. It is very effective for various input modalities (class label, text, speech, image, etc.) as the condition for generation. The cross-attention layer is plugged in to the U-Net backbone at the end of every resolution level. (Actually, cross-attention is very flexible that you can insert it to anywhere of any existing backbone)
Let’s discuss deeper about cross-attention:
Given 2 sequences (vector):  (condition) and  (the intermediate result of generation), what it does is to map  to . Note that these 2 sequences must have the same dimension, the simplest way to do so is to apply a linear projection. First, compute the query (), key () and value ():
						
( 28 )
where ,  and  are trainable parameters. Then, compute the attention matrix  using  and :

( 29 )
[image: ]Finally, the output is obtained by the dot product of  and . This will produce sequence with the same dimension as . The implementation is fairly simple as shown as [34].









Fig. 14 the cross-attention combined with U-Net by LDM [13]













Chapter 5	Applications of Diffusion Model
Below we introduce some popular application of diffusion model, specifically for computer vision. Some contents below are referred from [15].
5.1	Text-to-Image Generation
Google Research’s Imagen[20] proposes a state-of-the-art text-to-image diffusion model and a comprehensive benchmark for performance evaluation. Besides that, some other approaches including LDM[13] and OpenAI’s DALL-E2[19] can also generate photorealistic result with the ability to input text prompts freely. 
Currently the text-to-image task is stomping the deep learning field at a crazy rate, hence you might see a new SOTA work every month, or even week. 
[image: ]






Fig. 15 Text2Image generation result from Imagen[20]
5.2	Super-Resolution
Super-resolution is a computer vision task to restore high-resolution image from low-resolution input.
Super-Resolution via Repeated Refinement (SR3)[17] uses DDPM to enable conditional image generation. SR3 conducts super-resolution through a stochastic, iterative denoising process. The Cascaded Diffusion Model (CDM)[18] consists of multiple diffusion models in sequence, each generating images of increasing resolution. Both the SR3 and CDM directly apply the diffusion process to input images, which leads to larger evaluation steps.
[image: ]The Latent Diffusion Model (LDM) [13] shifted the diffusion process to latent space using pre-trained autoencoders, this reduces the computation resource required for the training of diffusion model.





Fig. 16 CDM[18] comprising a base model and 2 super-resolution models

5.3	Inpainting
Image inpainting is the process of reconstructing missing or damaged regions in an image. Hence by using diffusion model, it predicts the missing pixels of an image using a mask as condition.
RePaint [16] modifies the diffusion model by sampling the known region from the input and the inpainted part from the DDPM output.Known part + noise

[image: ]Unknown part





prediction

Pretrained DDPM


Fig. 17 Overview of RePaint[16]
5.4	Semantic Segmentation
Semantic segmentation's goal is to predict the corresponding object label of every pixel in an image. Recent work[21] has shown that the representations learned through DDPM contain high-level semantic information. Besides that, Decoder Denoising Pretraining (DDeP)[22] integrates diffusion models with denoising autoencoder[23] and achieve promising results on label-efficient semantic segmentation.
[image: ]









Fig. 18 overview of Label-Efficient Semantic Segmentation with Diffusion Models[21]


5.5	Image Translation
Image translation refers to transform an image to another visual content. The typical application of diffusion model in this domain includes:
(I) Style Transfer - Inversion-Based Style Transfer with Diffusion Models (InST)[24]
[image: ]InST uses LDM[13] as the generative backbone and propose an attention-based textual inversion module. During image synthesis, the inversion module takes the CLIP[25] image embedding of an artistic image and gives the learned corresponding text embedding, then encoded into the standard form of caption conditioning (for StableDiffusion). After that, the LDM generative backbone utilizes the encoded latent and random noise that is conditioned on the caption to generate new images.







Fig. 19 overview of InST[24]
(II) image-to-image translation - Plug-and-Play Diffusion Features for Text-Driven Image-to-Image Translation (PnP-DFs)[26]
[26] propose to take an input image and a guidance text prompt describing the desired translation. First, the image is inverted to initial noise and progressively denoise using DDIM[5] sampling. During this process, the Plug-and-Play Diffusion Features (PnP-DFs) - the spatial feature () from the decoder layer, Query () and Key () from its self-attention layer are extracted, and then are injected to guide the image translation along with the guidance text prompt.
[image: ]






Fig. 20 overview of PnP-DFs[26]

Chapter 6	Diffusion Model on Video Generation
From 2022, the diffusion model community found the way to generate high fidelity, temporally coherent videos rather than just independent images using diffusion models. Below we will introduce the pioneer work VDM[27] and the other works.
6.1	Video Diffusion Model (VDM)[27]
VDM is a natural extension of the standard image diffusion model, and it enables jointly training from image and video data, which the authors found to reduce the variance of minibatch gradients and speed up optimization. Below showed their modifications:
(1). Using 3D U-Net to factorize over space and time:
· changing each 2D convolution (3x3) into a space-only 3D convolution (1x3x3, corresponding to frame, spatial height, spatial width)
· after each spatial attention block (that remains the same), add a temporal attention block that performs attention over the frame axis.
(2). Train on 16-frames data. To produce longer sequence, the author proposed 2 approaches:
· Method 1, first generate a sequence of 16-frames , then autoregressively generate the next 16-frames  conditioned on :

( 30 )
· Method 2, generate  to represent a low frame rate video, then generate  to be those frames between in .
(3). followed by (2), the conditional sampling is modified from [31] as the reconstruction guidance:

( 31 )
where  is the latent,   is the weighting factor of guidance,  is a reconstruction of the conditioning data  provided by the denoising model,  the reparameterized variance mentioned in section 2.1. 
(4). Joint training on video and image is implemented as randomly concatenating independent image to the end of each video. Then, mask the attention in the temporal attention blocks to prevent the mixing of information across video frames and individual image.

6.2	Video Probabilistic Diffusion Models in Projected Latent Space (VPDM)[28]
VPDM proposed an autoencoder that represents a video with three 2D latent vectors (i.e. 3D  2D projections of video) as illustrated in fig. 20:
· The first latent vector across the temporal dimension (i.e. frame axis) is to parameterize the common contents of the video (i.e. background).
· The latter two latent vector across the spatial height and weight is to encode the motion of a video.
Besides that, VPDM design a new video diffusion model architecture that is based on their 2D image-like latent space to avoid the computation-heavy 3D U-Net. They train a single 2D U-Net to denoise each three latent vectors , where the dependency among  are joint by attention layers.
[image: ]





Fig. 20 the autoencoder architecture of PVDM.

6.3	VideoFusion: Decomposed Diffusion Models for High-Quality Video Generation[29]
VideoFusion observe that previous work usually generates video frames with independent noises, resulting the temporal correlations are also destroyed in the latent space. They proposed to resolve the per-frame noise into a base noise that is shared among all frames and a residual noise that varies along the time axis.
The latent space  can be formulate as:

( 32 )
where  denotes the th frame of a video. [29] re-formulate  to utilize the similarity between frames as:

( 33 )
where  is the base frame (i.e. common part of video) and  is the difference between th frame and base frame. Plugging the re-formulated  into , we obtain:

( 34 )
and we split the noise  into a base noise  and residual noise  as the following term:

( 35 )
combining everything, we get

( 36 )
diffusion of 
diffusion of 


we can further simplify this using the fact that  is shared across all frames,

( 37 )predictions of neural network

And we can also derive a recursive form between  and :

( 38 )
VideoFusion’s architecture is designed as 2 neural networks, a base generator   to predict  and a residual generator  to predict . The base generator can be a pretrained diffusion model (i.e. DALL-E 2 or Imagen) to speed up the training process.
During inference, VideoFusion first using  to estimate , then removing it from all frames. Afterwards, all the other frames' latent  are feed into  to estimate each  respectively.
[image: ]





Fig. 21 the overview of VideoFusion.

6.4	Conditional Image-to-Video Generation with Latent Flow Diffusion Models (LFDM)[30]
LFDM are designed to better synthesis the temporal dynamics corresponding to the given image and condition, as it is one of the biggest challenges of video generation task. LFDM consists of 2 stages:
(1). An unsupervised learning to train a latent flow auto-encoder (LFAE) by predicting the latent optical flow* between two frames from a video: a reference () frame and a driving () frame. Then, the  is warped with predicted flow, and LFAE is optimized to minimize the loss between  frame and warped  frame (perceptual loss[32] is selected here). Besides that, LFAE will also output an occlusion map  to tell the diffusion model (in stage 2) to generate those invisible (occluded) parts in .
 (2). Train a 3D U-Net based diffusion model using a paired condition  and latent flow sequence predicted by LFAE for temporal latent flow generation. The diffusion model in LFDM operates in a simple and low-dimensional latent flow space which only describes motion dynamics.




[image: ]






Fig. 23 overview of LFDM.

*Optical flow is the relative motion of a visual scene, which can be represented as an -size array, corresponding to every pixel’s -offsets. In LFDM, this is implemented through a differentiable bilinear sampling operation.





Fig. 22 (left) frame th ; (middle) frame th ; (right) optical flow between the frames

Chapter 7	Conclusion
In this tutorial, we provided a comprehensive overview of the diffusion model, delving into its fundamental theory and discussing the network architecture commonly used in diffusion models. We also explored the conditioning methods for generating desired contents and examined various applications of diffusion models. Lastly, we focused on the latest trend in diffusion model research, specifically video generation.
While the diffusion model has already achieved state-of-the-art results in many domains, its true potential lies in its remarkable capabilities for generative tasks. We highlighted several cutting-edge papers that have further enhanced the performance of the diffusion model.
It is worth noting that most of the references cited in this tutorial are up until June 2023 (CVPR 2023). Therefore, if you are reading this from a future time beyond the present, we recommend conducting additional literature surveys to stay updated.
Thank you for taking the time to read through this tutorial. We sincerely hope that it has been informative and beneficial to you.
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